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 Clearing Artifacts using a Constrained Stability 
Least Mean Square Algorithm from Cardiac 

Signals 
  

Anitha Boge, V.Vijaya, Prof.K.Kishan Rao 

Abstract -- In this paper, a novel least-mean-square (LMS) algorithm for filtering artifacts in the adaptive noise cancelation (ANC) is proposed. It is 

based on the minimization of the squared Euclidean norm of the difference weight vector under a stability constraint defined over a posteriori estimation 

error. The Lagrangian methodology has been used in order to propose a nonlinear adaptation rule defined in terms of the product of differential inputs 

and errors which means a generalization of the normalized LMS algorithm, the resultant algorithm is called as Constrained Stability Least Mean Square 

(CSLMS) algorithm. Different filter structures are presented to eliminate the diverse forms of noise like LMS, NLMS etc., Proposed algorithm is applied 

on real ECG signals obtained from the MIT-BIH (Massachusetts Institute of Technology-Beth Israel Hospital) data base and compared its performance 

with the conventional LMS algorithm. A simulation result demonstrates superior performance of this proposed algorithm. 

          
 Keywords--Adaptive Noise Cancelation, Artifacts, CSLMS algorithm, ECG signals, LMS algorithm.  
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 1 INTRODUCTION  

 desired signal corrupted by additive noise can often 

be recovered by an adaptive noise canceller (ANC) 

using the least mean squares (LMS) algorithm. As a tool for 

predicting stationary signals, the Least Mean Squares 

(LMS) algorithm is widely used. Adaptive filtering 

techniques permit to detect the time varying potentials and 

to track the dynamic variations of the signals. The adaptive 

filter essentially minimizes the mean-squared error 

between a primary input, which is the noisy ECG, and a 

reference input, which is either noise that is correlated in 

some way with the noise in the primary input or a signal 

that is correlated only with ECG in the primary input. 

Major artifacts in ECG signals are Baseline wanders and 

power line interference. The baseline wander is caused by 

varying electrode-skin impedance, patient’s movements 

and breath. This kind of disturbances is especially present 

in exercise electrocardiography, as well as during 

ambulatory and Holter monitoring. Power-line interference 

(PLI) is a significant source of noise during bio-potential 

measurements, occurs due to power fluctuations. 

 

 

 Figure 1--Standard ECG Signal 

 

 

As shown in the figure-1, the electrocardiographic (ECG) 

signal is the electrical representation of the heart activity, 

represented as PQRST waveform. Computerized ECG 

analysis is widely used as a reliable technique for the 

diagnosis of cardiovascular diseases, and the ECG signal is 

the most commonly used biomedical signal in clinical 

practice. The artifacts effects & degrades the signal quality, 

frequency resolution, and produces large amplitude signals 

in ECG that can resemble PQRST waveforms and masks 

tiny features in ST segment which are important for clinical 

monitoring and diagnosis. For better diagnosis and 

accurate interpretation of electrocardiographic (ECG) 

signals it is must to remove/clear these artifacts.  

A number of algorithms have been developed for ECG 

enhancement using both adaptive and non-adaptive 

techniques [5, 10]. Thakor[2] proposed an LMS based 

adaptive recurrent filter to acquire the impulse response of 

normal QRS complexes and then applied it for arrhythmia 

detection in ambulatory ECG recordings. NLMS algorithm 

with decreasing step size, which converges to the global 

minimum [11], a variable step size NLMS algorithm with 

faster convergence rate [12], Costa [13] proposed a noise 

resilient variable step size LMS which is specially indicated 

for biomedical applications. Several modifications are 

presented in literature to improve the performance of the 

LMS algorithm [14, 20]. Recently Rahman[21] presented 

several less computational complex adaptive algorithms in 

time domain. 

But these algorithms exhibits slower convergence rate. A 

major disadvantage of the LMS algorithm is its excess 

mean-squared error, or misadjustment, which increases 

linearly with the desired signal power. The proposed 

algorithm, which applies non-linearity’s to the error and 

A 
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input signal sequences, which can be derived using the 

Lagrange multiplier method as a generalization of the 

normalized LMS. Under certain conditions the adaptive 

noise cancellers (ANC) based on the CSLMS algorithm 

shows improved performance by decreasing the excess 

mean squared error and misadjustment compared to 

conventional algorithms like, LMS and NLMS algorithms. 

 

2   ALGORITHMS 

2.1 PREVIOUS ALGORITHMS 

 

                

 
Figure 2--Adaptive filter 

Fig. 2, LMS based adaptive filter takes an input sequence 

x(n),e(n) error output, desired response d(n),y(n) Filter 

output as follows,     
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The weight updates is as shown below 

)()()()1( nenxnhnh                                             (7) 

Where µ is step-size parameter 

The mean square error is given as  
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In Normalized LMS (NLMS) adaptive algorithm used to 

train the coefficients of the adaptive filter. This algorithm 

takes into account variation in the signal level at the filter 

output and selecting the normalized step size parameter 

that results in a stable as well as fast converging algorithm. 

The weight update relation for NLMS algorithm is as 

follows 
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Here, parameter µ is fixed convergence factor to control 

maladjustment. Convergence condition is: 20   . 

Since 
max

20


   

2.2 PROPOSED ALGORITHM 

 

Figure 3--CSLMS filter structure 

A common major drawback of adaptive noise canceller 

based on LMS and NLMS algorithms is the large value of 

excess mean-square error which results in signal distortion 

in the noise-canceled signal. In the CSLMS algorithm the 

time-varying step-size that is inversely proportional to the 

squared norm of the difference between two consecutive 

input vectors rather than the input data vector as in the 

NLMS. This algorithm provides significant improvements 

in decreasing mean-squared error (EMSE) and 

consequently minimizing signal distortion. 

        The weight update relation for CSLMS is as follows 
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Where, 

 )1()()(  nxnxnx  is the difference between two  

Consecutive input vectors, and )1()()(  nenene  is 

the difference between error sequences. 

The weight adaptation rule can be made more robust by 

introducing a small P and by multiplying the weight 

increment by a constant step size µ to control the speed of 
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the adaptation. This gives the weight update relation for 

CSLMS algorithm in its final form as follows, 
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    The parameter P is set to avoid denominator being too 

small, step size parameter too big and to prevent numerical 

instabilities in case of a vanishingly small squared norm. 

The convergence characteristics of both the algorithms are 

shown in Fig. 4.                               
 

 

 Figure 4--typical convergence curve of LMS and CSLMS for PLI       
cancellation 

3 SIMULATION RESULTS 

The method has been validated using several ECG 

recordings with a wide variety of wave morphologies from 

MIT-BIH arrhythmia database, to show that CSLMS 

algorithm is really effective in clinical applications. The 

benchmark MITBIH arrhythmia database ECG recordings 

and MIT-BIH Normal Sinus Rhythm Database (NSTDB) 

real noise are used for reference. In simulations both 

stationary (PLI) and non-stationary (BW) noises are 

considered. The arrhythmia data base consists of 48 half 

hour excerpts of two channel ambulatory ECG recordings, 

which were obtained from 47 subjects, including 25 men 

aged 32-89 years, and women aged 23-89 years. The 

recordings were digitized at 360 samples per second per 

channel with 11-bit resolution over a 10 mV range. 

                       In simulation 4000 samples of ECG signal and 

a random noise with variance σ of 0.001, 0.01 and 0.1 is 

added to the ECG signals to evaluate the performance of 

the algorithm in terms of minimum MSE (MMSE), MSE, 

excess MSE (EMSE) and maladjustment (M). In experiments 

a data set of five records (records 101, 102, 103, 104 and 105) 

are used, but due to space constraint simulation results for 

record 105 are shown in this paper. For evaluating the 

performance of the proposed adaptive filter measured the 

SNR improvement and compared with LMS algorithm. 

Table I shows the comparison of MMSE, MSE, EMSE and M 

for LMS, NLMS and CSLMS algorithms. Table II gives the 

contrast of the considered algorithms in terms of SNR 

improvement (SNRI).  

 
3.1 BASELINE WANDER REDUCTION 

 

For reduction of  base line wander, the 4000 samples of the 

pure ECG signal from the MIT-BIH arrhythmia 

database(data105) are taken and it is corrupted with real 

baseline wander (BW as in fig.5) taken from the MIT-BIH 

Noise Stress Test Database (NSTDB). This database was 

recorded at a sampling rate of 128Hz from 18 subjects with 

no significant arrhythmias. The contaminated ECG signal is 

applied as primary input to the adaptive filter of Fig.2. The 

real BW is given as reference signal. Different filter 

structures were implemented using the LMS and CSLMS 

algorithms to study the relative performance and results 

are plotted in Fig.6. On average LMS algorithm gets SNR 

improvement 3.1428dB, where as CSLMS gets 4.7613dB. 
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                                Figure 5--baseline signal 

                       

0 500 1000 1500 2000 2500 3000 3500 4000
0

0.5

1
Baseline

A
m

p
lit

u
d
e

samples

0 500 1000 1500 2000 2500 3000 3500 4000
0

0.5

1
Using LMS

samples

a
m

p
lit

u
d
e

0 500 1000 1500 2000 2500 3000 3500 4000
0

0.2

0.4
Using CSLMS

samples

a
m

p
lit

u
d
e

 

     Figure 6--baseline wander reduction using LMS & CSLMS 
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3.2 PLI REDUCTION 

For power line interference (PLI) cancelation also same 

MIT-BIH record number 105 is taken. The input to the filter 

is ECG signal corresponds to the data 105 corrupted with 

synthetic PLI with amplitude 1mv and frequency 60Hz, 

sampled at 200Hz. The reference signal is synthesized PLI, 

the output of the filter is recovered signal. These results are 

shown in Fig.7. In SNR measurements it is found that 

CSLMS algorithm gets SNR improvement 13.7365dB, where 

as the LMS algorithm improves 6.3702dB. Fig.5 shows the 

power spectrum of the noisy signal before and after 

filtering with LMS and CSLMS algorithms. 
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                   Figure 7--PLI canceller using LMS & CSLMS 

Fig.8 shows the power spectrum of the noisy signal before 

and after filtering with LMS and CSLMS algorithms. It 

shows CSLMS has less magnitude compared to LMS.   
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                    Figure 8--frequency spectrum of ECG 

Recently G. P. Nason [23] used Stationary Wavelet 

Transform (SWT) to de-noise the corrupted EEG signals. 

R.Arumuganathan [24] a method based on Donohue’s de-

noising method is used. EEG signals with artifacts are as in 

fig.9 and the results are as shown in fig.10. 
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                                  Figure 9--EEG signal with artifacts 
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                                      Figure 10--Clear EEG 

4 CONCLUSIONS 

A novel adaptation filter for clearing artifacts from ECG 

signal, called CSLMS algorithm is presented in this paper 

which shows an improved simulation results compared to 

conventional algorithms LMS and NLMS. This is achieved 

by changing the weight update formula. The performance 

of the CSLMS is better than the LMS algorithm in terms of 

SNRI, MSE and maladjustment, this is shown in tables I 

and II. This algorithm is also applied to EEG signals for 

noise cancellation, and the results show a better 

performance over conventional once. Hence CSLMS based 

adaptive noise canceller may be used in all practical 

applications. 
 
 
 



International Journal of Scientific & Engineering Research Volume 3, Issue 11, November-2012                                                                                 
ISSN 2229-5518 

IJSER © 2012 

http://www.ijser.org 

Table 1--Performance contrast of LMS & CSLMS in terms of SNRI 

Noise Rec. No. SNRI(LMS) SNRI(CSLMS) 

BW 

 

 

101 2.2772 4.0204 

102 3.7013 4.9917 

103 3.3064 4.4690 

104 3.1798 4.9360 

105 3.2497 4.8894 

PLI 101 6.1393 13.9129 

102 7.3513 14.0535 

103 5.7684 13.1728 

104 6.2568 13.3995 

105 5.9655 14.1440 

 

 

Table 2--Comparison of MMSE, MSE of LMS, NLMS & CSLMS 

µ Σ Algorithm Min. MSE MSE 

0.1 0.001 LMS 0.3243 0.1586 

NLMS 0.3243 0.1525 

CSLMS 0.3243 0.1450 

0.01 LMS 0.3222 0.1565 

NLMS 0.3222 0.1502 

CSLMS 0.3222 0.1429 

0.1 LMS 0.3047 0.1371 

NLMS 0.3047 0.1317 

CSLMS 0.3047 0.1251 

0.5 0.001 LMS 0.3243 0.2404 

NLMS 0.3243 0.1860 

CSLMS 0.3243 0.1453 

0.01 LMS 0.3222 0.2370 

NLMS 0.3222 0.1833 

CSLMS 0.3222 0.1432 

0.1 LMS 0.3028 0.2056 

NLMS 0.3028 0.1592 

CSLMS 0.3028 0.1260 
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